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Abstract

Accurate estimation of property prices is a key issue for both households and companies. Any
household interested in buying or renting a dwelling will focus on some sort of price-quality ratio
(here embedding intrinsic and extrinsic values of the characteristics of the proposed dwelling).
Any intermediate real estate company is optimizing her asset’s portfolio or practicing vertical
differentiation by proposing new approaches. We nonetheless observe that the latter often builds
up on very standard valuation methods (capital value, residual value, intrinsic value, discounted
cash flow, hedonic prices to a lesser extent) to minimize risk of error in property valuation.
Focusing on the hedonic pricing approach in an empirical framework, we here focus on the role
and effects of transport systems and ways they are determining dwelling values & rents at a local
level. From cumulated opportunities using simple crow-fly distances within given radius to more
complex indicators using general cost, we here show that there exists very local circumstances in
using one or another of those indicators for market valuation. From a methodological perspective,
we propose a supervised discrete mixtures of market hedonic pricing structures. We implement
an Simulated Expectation-Maximization algorithm with accuracy criterion and compare it with
the classical hedonic pricing model. Our baseline application focuses on rent data. These are
spatially augmented using open source data. Results show that use of our approach improves
precision of predicted rents. Shapes and roles of accessibility measures are also easy to spatially
understand.
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Hedonic regression, Latent class, Simulated Expectation-Maximization algorithm





       

1 Introduction

Price prediction is an important topic in real estate. It helps to build and manage real estate
investment portfolios, drive urban development policies, advise to individuals on purchasing
or selling, and defend interests of various stakeholders (landlords, tenants, banks, investment
funds). Today prices and rents in Switzerland are often established basing on financial models
that do not take into account (or take into account in a very limited way) attributes of the housing,
its environment and evolution of local and global economic conditions. The hedonic method is a
well-known alternative which takes into account attributes for the price estimation.

This method starts from a simple assumption: the price of the good can be considered as the
sum of the prices of its characteristics (Rosen, 1974). Therefore, the price difference between
two goods is explained by differences in the number of their characteristics and the marginal
price (or hedonic price) of each of these characteristics. The hedonic price is calculated through
the linear regression between the prices of goods and the characteristics of these goods. Most
of the research suggests to use the hedonic pricing method on a area or country assuming it
is homogeneous. Consequently, a characteristic common to all goods (e.g. number of rooms)
explains in identical proportions the final price of all goods. However, we have the intuition that
not all real estate goods in a region, or country, are evaluated in the same way and therefore on
the same characteristics or the same hedonic prices. For example, some goods will be more
sensitive to certain characteristics such as road noise or accessibility to public transport, while
others will be more sensitive to floorspace or number of rooms. These differences could be
explained by the type of property (standard property vs. exceptional property), its location
(urban vs. rural) etc.

The theoretical framework of the hedonic pricing method is flexible, there are no particular
constraints on the functional form or the choice of variables to be used. In this paper we will
take advantage of this flexibility by assuming that, for the same area as above, it is possible
to highlight different groups (or classes) behaving differently using latent class (Lazarsfeld,

1950).

Focus on the impact of public transport accessibility and applied on a real estate dataset, the
objectives of this paper are multiple. First, the standard hedonic pricing method is used to
determine the model that best describes prices, according to different accessibility variables. One
counting opportunities as the crow flies and the other counting opportunities using generalized
cost. Then, based on the previously selected model, the Simulated Expectation-Maximization
algorithm (SEM) is used to determine the membership of each dwelling to one of the latent





       

classes and the associated coefficients. Finaly, the accuracy of each class and the overall model
will be measured based on root-mean-square error criterion (RMSE) and compared with the
RMSE of the standard hedonic pricing method.

The rest of the paper will be structured as follows, Section 2 presents the literature review.
Section 3 describes the mathematical framework that will be used. Section 4 describes the case
studies, a real estate announcement dataset in Western Switzerland. Section 5 presents and
discusses the results of the case studies according to the methodology presented. And, finally,
Section 6 concludes on the main outcomes of the research and the future work.





       

2 Literature review

Hedonic price analysis methods are often associated with Rosen (1974). His paper was the first
to set the theoretical structure to hedonic pricing. Rosen defined market equilibrium conditions
for the short and long term and suggested a two-step procedure for estimation of housing
demand function. The first step is regression of prices on observable attributes of the good
and computation of implicit marginal prices in each point. This step is also known as market
valuation of housing characteristics. It is the approach that is mostly used in empirical analysis.
The second step is using estimated marginal prices as endogenous variable in the second-stage
estimation of housing demand functions. However, studies on the price definition of complex
goods were made before. The very first work on the topic was made by Waugh (1929) about
the analysis of vegetables prices as a function of characteristics related to their qualities. Later,
Court (1939) proposed the first formal contributions to hedonic price theory with automotive
examples.
Hedonic pricing received widespread usage, applied research dedicated to analysis of real
estate prices has developed, driven both by interest to the knowledge of the sector, but also by
economic problems and econometric issues faced. Studies of housing attributes’ pricing often
raise complex theoretical and statistical problems since these prices are not directly observable
on market (Ellickson, 1981). They are needed to be derived from a different price, one of the
housing. Fondamental hypothesis is that a housing good and its location are inseparable, they
are sold together, and consumer transforms them to get utility.
Since there are no specifications regarding the functional form of the model to be used, there is no
consensus among researchers on this subject. Admittedly, in most cases the log-linear model is
used insofar as it easily allows the integration of explanatory variables and an easy interpretation
of coefficients. Some authors justify their choice by the decrease in heteroskedasticity with
the use of the logarithmic form Picard et al. (2012). Linear and log-log models are also
regularly used (Cavailhès, 2005) ; however, we have only identified one case where the lin-log
configuration has been used, along with other combinations of the linear and logarithmic terms
(Melichar et al., 2019).
Nor is there any consensus on the variables to be used and their form. The explanatory variables
used can be continuous in linear, quadratic or logarithmic form but also discrete (Ruf, 2017,

Cavailhès et al., 2009, Boucq and Papon, 2008). Some studies use the same data several times
by transforming it (Cebula, 2009). A great diversity as well as a certain evolution over time are
observed. Gross et al. (1990) uses 12 variables when, 20 years later, Cavailhès et al. (2009) uses
more than 30. In addition, extrinsic explanatory variables such as noise, view or distance to
public transport have been included in the hedonic model (Löchl and Axhausen, 2010, Baranzini
et al., 2008, 2010). We will use, among other things, the results of these different studies to





       

select and construct the variables used in the Sections 4 and 5.

In the mean time, machine learning (ML) techniques, which have been extremely popular in
recent years, have obviously been tested on subjects related to the estimation of real estate prices.
There are several publications using ML techniques with "black box" effects (Oladunni and
Sharma, 2016, Wezel et al., 2005, Mayer et al., 2018), focusing on accuracy. But very few use
the SEM algorithm with linear models as an approach to highlight latent classes (Howell and
Peristiani, 1987) and use the obtained results to calculate hedonic prices of the attributes of a
good.
The EM algorithm is one of these machine learning techniques. It is an iterative algorithm first
proposed by Dempster et al. (1977) to define the parameters of the maximum true likelihood of
a probabilistic model when the latter depends on unobserved latent variables. This algorithm
is a general method for maximum-likelihood estimation. Its alternates between performing
an expectation (E) step, which creates a function for the expectation of the log-likelihood
evaluated using the current estimate for the parameters, and a maximization (M) step, which
computes parameters maximizing the expected log-likelihood found on the E step. These
parameter-estimates are then used to determine the distribution of the latent variables in the next
E step. Since its inception, many applications have used the SEM algorithm, both in the field
of environmental science (Mustafaa et al., 2011), computer science (Liu et al., 2006, Han and
Xue, 2015), medical science (Yang et al., 2012, Fraley and Raftery, 2002) or financial science
(Gorshenin et al., 2017).

Among all the concepts presented in this paper, that of accessibility is certainly the oldest and
paradoxically the most complicated to approach. Moroz (2017) defines it as the combination of
two components, specific to each study. A transport component, refering to the distance, travel
time, travel costs, travel effort, or more generally, the perception and valuation of this time and
effort on the part of a traveler. And a land-use component, refering to the spatial distribution of
demand for activities or the "opportunities" available in an area. Many models exist and some
studies have attempted to compare them (Song, 1996, Geurs and van Wee, 2004).
In the real estate context of this paper, the concept of accessibility is interpreted as the accumu-
lation of opportunity, represented by public transport stops, according to the effort it takes to get
there from the location of the property. In order to study their differences, the choice is made
to keep two models with different philosophies. The Euclidean model is one of the simplest
measures of accessibility to calculate (Vickerman, 1974). Accessibility indicator correspond to
the accumulation of public transport opportunities in a given radius. For instance, 400 meter
buffers around bus stops and 800 meters around rail stations are commonly used to identify the
area from which most transit users will access the system by foot (El-Geneidy et al., 2009). The
gravity model (Hansen, 1959), is the most common approach. The idea is to associate it with the





       

concept of generalised cost so that the attractiveness of a public transport stop decreases both
with the increase in distance and gradient.
The real estate sector has also been the subject of studies to examine the relationship between
the supply of transportation in a region and real estate prices (Martinez and Viegas, 2009, Chen
et al., 2019). These approaches use the standard hedonic princing method, and therefore assume
that the properties behave identically.

This paper proposes to go further by studying accessibility while combining hedonic pricing
model and SEM algorithm. The purpose of this association is to highlight the latent class
structure of the real estate market, study the differences inside Latent classes andevaluate the
accuracy gain of such an approach compare to standard hedonic price model.





       

3 Methodology

This section presents the methodology that will be used in the rest of the paper. The first step
will be to perform hedonic regression using the ordinary least squares method to estimate the
best performing model, regarding accessibility indicators. This method, which is widely known,
will not be presented in this section. The methodology focuses on the accessibility indicator
definition and the evaluation of the best model using the Simulated Expectation-Maximization
(SEM) algorithm, followed by a criterion measuring the accuracy of the model estimation.

3.1 Accessibility indicator definition

Euclidean distance
A simple way to define accessibility is to count everything within a certain distance as the crow
flies. Therefore, the first accessibiliy indicator A1

i can be express as :

A1
i =

∑
N j I(di, j < d) (1)

With N j the number of opportunities at location j , di, j the distance, in meters, between the
dwelling and the bus stop, the subway or the train station and d a specific radius (200 m / 400 m
/ 600 m and 800 m).

The limit for this accessibility indicators, based solely on distance, comes into play when the
slope rises. Some cities in French-speaking Switzerland such as Lausanne or Neuchatel are
known to have a steep gradient.

Gravity Model
The Gravity model aims to improve the Euclidean model by taking into account topographic
effects. In this model, the effort to go from i to j is measured by a Generalized Cost and
structured so that accessibility decreases as distance increases. The choice of the functional
form being free, we choose the negative exponential, which is the most common functional form
and the most reflective of actual behavior. Therefore, the second accessibiliy indicator A2

i can be
express as :

A2
i =

∑
N j exp−λCGi, j (2)

With, N j the number of opportunities at location j, λ a sensitivity parameter fixed to 1 and CGi, j





       

the generalized cost between i and j.

This generalized cost is defined using the notion of "effort kilometer" (kme), used for mountain
trails. The kme transforms the notion of elevation gain into kilometres. This makes it possible
to approximate a distance with a difference in altitude to what it would be on a flat surface.
Generally, the kme is defined as follows :

kmei, j =
di, j

1′000
+

∑
D+

i, j

100
+

∑
D−i, j

300
(3)

With D+
i, j the positive altitude difference and D−i, j the negative altitude difference. A differentiation

is made between a positive and a negative gradient in the sense that, at the same distance, the
uphill climb requires greater effort than the downhill descent. In this context, the assumption is
made that an individual assesses accessibility solely on the basis of uphill distance. Therefore,
the second accessibility indicator can finally be defined as :

A2
i =

∑
N j exp−λ(

di, j
1′000 +

∆hi, j
100 ) (4)

3.2 Simulated Expectation-Maximization (SEM) Algorithm

The SEM algorithm is an approach used to perform maximum likelihood when it depends on
unobservable latent variables. It is composed of 2 steps: an expectation evaluation step (E),
where the expectation of likelihood is calculated taking into account the last observed variables
and a maximization step (M), where the maximum likelihood of the parameters is estimated by
maximizing the likelihood found in step E. Under these conditions, the algorithm repeats its two
steps in an iterative way in order to converge towards maximum likelihood.

For a defined population, each individual i belongs to one and only one of the k classes. The
price of a real estate good yi can therefore be defined by the usual hedonic price equation by
making it depend on the membership of its class k:

yi = x
′

iβk + εi,k (5)

With x
′

i the characteristics of a real estate property, βk the regression parameters and εi,k the error
term, εi,k ∼ N(0, σ2

k). For this step, variables x
′

i are the same for all classes.

We assume that prices yi of each class follow a normal distribution with the following probability





       

density :

Pr(yi|Xi, βk, σ
2
k) =

1√
2πσ2

k

e
− 1

2
(yi−x

′

i βk )2

σ2
k (6)

The class membership can not be directly observed, then, distribution probability of each class
is express as :

Pr(yi|Xi, β1, δ1, σ
2
1, . . . , βk, δk, σ

2
k) =

K∑
k=1

δk
1√

2πσ2
k

e
− 1

2
(yi−x

′

i βk )2

σ2
k (7)

With δ1, . . . δk, δk ∈ [0, 1] and
∑
δk = 1.

The full information maximum likelihood function of the problem is defined as follows :

ll =

n∑
i=1

ln
( K∑

k=1

δk
1√

2πσ2
k

e
− 1

2
(yi−x

′

i βk )2

σ2
k

)
(8)

In order to avoid dealing with complex non linearities we prefer to build on the SEM likelihood
function. It is defined as :

llS EM =

N∑
i=1

K∑
k=1

dt
i,k

[
ln(P(yi|Xi, β

t
k, σ

t2
k )) + ln(δt

k)
]

(9)

With, di,k a random vector multinomially distributed and t the iteration.

The SEM algorithm is used in order to estimate the values δk, βk and σk. As explained, this
iterative process is composed of an Expectation step (E-step), a Multinomial distribution step
and Maximization step (M-step).

E-step :

The objective is to estimate unknown parameters γi,k of t iteration. γi,k represent the probability
that an individual has to belong to a class k. Values are estamted using parameters δk, βk and σk





       

of the previous iteration, t − 1.

E(di,k|yi) = γt
i,k =

δ(t−1)
k

1√
2πσ(t−1)2

k

e
− 1

2

(
yi−x

′

i β
(t−1)
k

)2

σ
(t−1)2
k

∑K
k=1 δ

(t−1)
k

1√
2πσ(t−1)2

k

e
− 1

2

(
yi−x

′

i β
(t−1)
k

)2

σ
(t−1)2
k

(10)

With
∑K

k=1 γi,k = 1.

Multinomial-step :

During iteration t, a random vector di,k multinomially distributed is defined using values γi,k of
step E. With di,k ∼ M(1, γi,k).

M-step :

The log-likelihood is maximized, using values of the previous step for Eq. (9). The maximization
step then solves, for each class, the following conditions. The beta coefficients of the regressions
:

β̂t
k =

[ N∑
i=1

dt
i,kXiX

′

i

]−1[ N∑
i=1

dt
i,kyi

]
(11)

The standard deviations of regressions :

σ̂2,t
k =

∑N
i=1 dt

i,k(yi − X
′

iβ
t
k)

2∑N
i=1 dt

i,k

(12)

The weighting of each class :

δ̂k =

∑N
i=1 dt

i,k

n
(13)





       

3.3 Model accuracy criterion

Root-mean-square error criterion (RMSE) measures the accuracy of a model using both predicted
and true values. The classic formula is adapted in order to be used with a latent class model.

RMS ES EM =

√∑N
i=1

∑K
k=1 di,k(ypred,i,k − yi)2

N
(14)

With di,k the belonging of an observation i to a class k, N the overall sample size, yi the real
value of an observation, ypred,i,k the predicted value of an observation for a class k.

This criterion will make it possible to compare RSME for a standard hedonic regression and
hedonic regression using the SEM algorithm.





       

4 Case study

This section presents the real estate announcements dataset that is used to apply the methodology
presented in Section 3.

4.1 Variable description

Present approach is built up on combining several sources of open data. Data on houses and their
key attributes are extracted from announcements on Internet. The prototype of the model was
created and tested using a sample gathered on 1st and 2nd November 2017. Raw data contain
6634 observations for which exact address, geographical coordinates, floor space, number of
rooms, canton and rent amount were collected. Objects with surface above 500 square meters,
as well as 0.5% of the least and the most expensive dwellings were removed from the sample.

Dependent variable used in analysis is monthly rent per square meter. It is important to stress
that rent amount is as it is stated in the announcement, and not necessarily rent that tenant will
pay. It means that the endogenous variable is subject to measurement error. For example, in
Switzerland tenant can contest the rent after concluding the contract. However, we assume that
in general most of rents published are final rents. Throughout this document, and by misuse, we
will regularly use the notion of "price" to refer to the "rent".

The Fig. 1 shows the location and the price over floorspace of all real estate properties in the
different cantons of Western Switzerland. We can see that the data are well distributed over
the entire territory with a greater concentration around the Lake Geneva region and the price
over floorspace seems higher in cities (eg. Lausanne and Geneva area). These comments are
consistent with the large population pool of the Lake Geneva region and the fact that rents in the
cities are higher than in the countryside.





       

Figure 1: Location of real estate property

In order to enrich the data collected on the Internet, new variables have been created from
different open data sources.

There is one variable on housing itself that is not present in announcements: age of building.
Its was extracted from StatBL survey made by FSO. These are georeferenced data with grid
100x100 meters. In other terms, data available show average age of buildings that occupy a
given cell. Being unable to define precisely the age of the building, we still dispose a measure of
age for the closest neighbourhood.

Employment, population, household size and age of buildings data were taken from Federal
Statistical Office (FSO).More precisely, employment from STATENT-2015 surveys, population
and household size from STATPOP-2016 survey and age of buldings from StatBL-2016. All the
information extracted from these data are aggregated at hectare level.

Source for information on noise is SonBase data from Federal Office for Environment (FOEN).
Dataset on route noise is from 2010, and the one on railways is from 2011. These data deliver
exposure to road and rail noise sources in a georeferenced 10x10m grid.

Finally, accessibility indicators are also created using a 2016 "Public transport stops" database,
taken from Federal Statistical Office (FSO). The definition of accessibility indicators is presented
in Section 3.1.





       

The years of data collection of these different open data are not the same. We assume that this
will have only a very slight impact on the results since the orders of magnitude are representative
and there have been no major changes (demographic or economic) in recent years.

There is still some important information on housing features that has not been collected like
the presence of parking slot, the view or vacancy rate. We have chosen to limit the number of
variables used while diversifying the information about the properties studied: intrinsic data
(floorspace, number of rooms) vs. characteristics of environment (noise, accessibility). The
variables used to explain the price definition are presented in Table 1.

Variable Description
Floorspace Log of the surface, in m2

Number of rooms Number of rooms in the real estate property

Employment number Log of the employement number of workplaces (full-time equiva-
lent) in a given radius (10 km)

Population number Log of the population number of workplaces (full-time equivalent)
in a given radius (10 km)

Household size Log of the average household size within a hectar

Age of buildings Log of the average age of buildings within a hectar

Road noise noise caused by the road at night, in dB

Train noise noise caused by the train at night, in dB

Canton Canton where the object is located:VD, VS, GE, JU,FR (reference
: FR)

Accessibility indicator We defined two indicators, one based on the distance from the
dwelling to public transport stops, the other integrating both the
distance and the difference in altitude from the dwelling to public
transport stops

Table 1: Variable description





       

4.2 Descriptive statistics

The descriptive statistics of the dwellings are presented in Table 2. Basically, for the Western
Switzerland, the average household consists of 2.5 people, living in a dwelling of 87m2, with
3,5 rooms and located in a district where the age of the buildings is 54 years. The noise from the
road is 40 db and 14db from the train.

Within a 10 km radius, the average population is 130’000 and employment opportunities are
65’000. Intuitively, we imagine that this average property is located on the periphery of a large
city.

Finally, Vaud is the most represented canton with 37% and the least represented Jura with 4%
of total observations. Compare to the population of each canton, the distributions by cantons
seems representative of Western Switzerland area. Except for the canton of Geneva which is
under-represented and should be around 20%

Variable Mean
Standard

Median Minimum Maximum
deviation

Floorspace 87,38 42,13 83 5 492

Number of rooms 3,51 1,36 3,5 1 15

Population 129 861,82 126 011,14 80 423 1 282 480 627

Employment number 65 473,88 78 660,58 33 392,09 270,41 283 152,85

Household size 2,42 0,67 2,33 1 6

Age of buildings 54,36 26,23 53 3 100

Road noise by night 40,62 9,48 40,02 0 75,33

Train noise by night 13,78 14,92 10,42 0 66,95

Accessibility 15,13 12,72 11,59 0,04 63,23

Canton GE 0,09 0,28 0 0 1

Canton JU 0,04 0,19 0 0 1

Canton NE 0,13 0,33 0 0 1

Canton VD 0,37 0,48 0 0 1

Canton VS 0,19 0,4 0 0 1

Canton FR 0,18 0,39 0 0 1

Table 2: Descriptive statistics





       

5 Application

This section applies and discusses the methodology presented in Section 3, to real estate
announcements data presented in Section 4. The application is done in two steps using the
variables presented in Table 1. First, several hedonic regression are applied in order to study the
individual contribution of accessibility indicators. Then, based on the BIC criterion, the best
model is selected to apply the SEM methodology. The application is done on 3 classes in order
to study the distribution of observations in the classes as well as the differences in coefficient
estimates.

5.1 Hedonic models

Two accessibility indicators have been defined in Section 3.1. In order to assess their impact on
the accuracy of the price estimate, the following 3 models are evaluated and compared :

• Model 1 : without accessibility indicator
• Model 2 : with A1, accessibility indicator using euclidean distance
• Model 3 : with A2, accessibility indicator using gravity model

The specifications of accesibility indicators are presented in Section 3.1.

BIC criterion
By definition, the best model is the one that minimizes the BIC. According to the results
presented in Table 3, the model with accessibility indicator using generalized cost (Model 3), is
better than others. Model with accessibility indicator using distances as the crow flies (Model 2)
has a better loglikelihood but the high number of parameters affects its BIC.

This result confirm our intuitions that accesibility indicator improves the accuracy of the price
definition and that the difference in altitude has a significant impact.

The values of the coefficients of model with accessibility indicator using generalized cost (Model
3) will be discussed and compared with the SEM approach in Section 5.2. All hedonic regression
results are available in Appendix A.





       

BIC log likelihood

Model 1 -525,73 328,78

Model 2 -519,19 343,09

Model 3 -529,87 335,24

Table 3: Results of BIC and log likelihood

5.2 Hedonic model vs. SEM algorithm

This section prensents and discusses the main results of the SEM algorithm applied to the model
selected in Section 5.1, the spatial distribution of classes, the differences between a OLS method
and the SEM algorithm on the signs of coefficients and values, the accuracy and overall price
estimation.

SEM algorithm : Main results
First, the main results of the SEM 3-class model and the distribution of the prices of each class
in relation to the total distribution are presented in Table 4 and Figure 2. Class 3 is composed
of 58% of the observations and has an average price of 22.08 CHF/m2, located in the centre
of the total distribution of prices by the model. Class 1 with a proportion of 37%, an average
price of 23.45 CHF/m2 and a larger standard deviation than class 3 (9,89 vs. 7,59) has prices
located in the lower or upper parts of the total distribution. Finally, class 2 with a proportion of
5% completes the first two classes and is more located on lower parts. The weight of this class
as well as its standard deviation suggests that it is a collection of outliers.

Class 1 Class 2 Class 3

Number of observations 2396 358 3806

Weights 0,37 0,05 0,58

Mean 23,45 22,65 22,08

Standard deviation 9,89 16,75 7,59

Table 4: Statistics of the 3-class SEM





       

Figure 2: Distribution of classes in the histogram of estimated prices

SEM algorithm : Location of real estate property
Figures 3 to 5 illustrate the spatial distribution of classes 1, 2 & 3. Observations are well
distributed in space and not geographically attached to a location (example: centered on the
Canton of Vaud). Moreover, prices over floorspace are fairly well distributed and go from less
than 16 to more than 28 for all classes. Then, there is not one class that gather observations
around one location (canton or city) or absorbs all the rents with the highest (or lowest) prices
per square meter.

We note that the dwellings in class 1, with high prices, are particularly concentrated around the
Lake Geneva area (Fig. 3). This is not the case for class 3 (Fig. 4), and in particular for dwellings
located in the Canton of Geneva, whose prices over floor space appear to be lower than in the
other Cantons. The prices of goods located in the countryside seem to be well distributed for
each of these two classes. Dwellings of class 2 (Fig. 4), identify as probable outliers, are, despite
the small number of observations, well spatially distributed.





       

Figure 3: Location of real estate property - class 1

Figure 4: Location of real estate property - class 2





       

Figure 5: Location of real estate property - class 3

Hedonic model vs SEM algorithm
The, Table 5 presents the results of the coefficients for each of the variables used, the different
R2 and RMS E of the hedonic pricing model and the SEM model.

Let’s start with the sign of the variables coefficients of the hedonic model. The signs obtained
are all in line with our expectations knowing that the variable explained is the log of the price
over floorspace. Even if at first it may seem counter-intuitive, it is consistent that the coefficient
of the log of the surface is negative knowing that, generally, the price per square meter decreases
when the total surface increases. Following the same reasoning as the floorspace, when the size
of the household increases, the number of (bed)rooms usually increases, therefore the floorspace
and then, the price over floorspace decreases. Positive coefficients for the number of rooms, the
employement number or the population means that an increase in one of these variables implies
a price increasement. Which seems intuitive.
The negative coefficient of age of buildings means that the price per square metre decreases as
age increases. Explicable given that a new property (or one located in a rewer neighbourhood)
is rented for more than the same one in an older neighbourhood. As expected, when road
noise increases, the price decreases. But, surprisingly, the coefficient associated with train
noise is positive. Only dwellings close to railway stations or rails are affected by train noise.





       

Moreover, the most important noises are generally near railway stations, where the dwellings
are most in demand due to their location. It is therefore possible that train noise is correlated
with attractiveness, which would explain the positive sign. The accessibility indicator is positive,
indicating that a dwelling close to public transport is more attractive. Finally, the coefficients
related to the different cantons also have the expected signs. The positive signs for the cantons
of Vaud and Geneva indicate that, for an identical good, the price is higher in these cantons
compared to the canton of Fribourg. And vice versa for negative signs. Moreover, if we look at
the values, we see that the price is higher for an apartment in Geneva than for an apartment in
Vaud.

Let’s now study the results of the SEM model, compare to the hedonic model.
It is worth noting that the signs of the significant coefficients are, in most cases, aligned. But, this
is not the case in class 1 for the employment number and the household size. It was previously
highlighted that dwellings of this class has prices located in the lower or upper parts of the
total distribution and especially concentrated around the Lake Geneva area. Several highly
speculative explanations are possible. For example, dwellings with high prices over floorspace
can be high-end properties belonging to well-to-do households or small apartments for which
there is a large supply, much sought-after among students. The majority of students are not
concerned by jobs nearby and well-to-do households are not necessarily within a 10-km radius.
A more general explanation would be that, given that the Lake Geneva region is a dynamic region
with many job opportunities, people do not necessarily need to be close to their jobs within a
10km radius. The negative value of the household size may indicate that these households, with
an additional person, prefer to increase the overall quality of the dwelling. This translates into a
newer dwelling, better placed or with a nice view. It then increase the price, without increasing
the floorspace.
For Class 3, the only significant coefficient different from the hedonic pricing model is train
noise. Dwellings of this class account for 58% of the data set. Based on the reasoning developed
earlier, this result indicates that the dwellings affected by noise are not attractive in terms of
location.
The accessibility indicator is larger for class 3 than for class 2. This result indicates that for the
majority of dwellings, being close to public transport increases attractiveness. This is in line
with our expectations since Class 3 has a lower price over floorspace. Therefore, on average,
households are less well-off, preferring to use public transport, which represents lower expenses
compare to the car.
By definition, goods in the same latent class are similar in terms of price definition while goods
in different classes are less similar. This, explains the differences of significant variables by
class and the weight of the significant coefficients. For example, the variable Canton Jura is
significantly different from 0 for class 1 and 3 but not for class 2. At the same time its weight is





       

lower in the price definition for class 1 than for class 3.

Finally, the performance of the models gives interesting results. We notice that the class 2 of
SEM has, as the same time, a R2 much lower than the other classes and a high RMS E. Taking
into account the small size of this class (Table 4) this result confirm that class 2 gathers the
outliers of the dataset. Class 1 and class 3 have R2 higher and RMS E lower than the hedonic
price model. This means that these 2 classes better describe, for the sub-populations concerned,
goods prices. Finally, the overall RMS E of the SEM model is lower than the RMS E of the
hedonic price model (0.1535 vs. 0.2109). This result indicates that, overall, the SEM model
predicts real estate prices better than the hedonic pricing model.




















Variable
Hedonic model

SEM
Class 1 Class 2 Class 3

Est. t-stat Est. t-stat Est. t-stat Est. t-stat

Intercept 3,6487059 85,61 *** 3,4219712 92,697 *** 3,308495 7,572 *** 3,957108 162,19 ***

Log Floorspace -2,0821706 -42,637 *** -2,2092769 -60,631 *** -0,9799 -2,352 * -2,3124266 -76,728 ***

Number of rooms 0,0572323 13,961 *** 0,0545457 17,827 *** 0,069975 2,013 * 0,0595936 23,621 ***

Log Population 0,5759117 4,372 *** 1,4454467 11,36 *** -0,23329 -0,17 0,34291 4,924 ***

Log Employment number 0,0494881 0,39 -0,7785519 -6,483 *** 0,567584 0,421 0,093896 1,392

Log household size -0,0016059 -0,08 0,0298574 1,837 . -0,389512 -1,723 . 0,0090337 0,82

Log age of buildings -0,0691474 -4,857 *** -0,0502028 -3,911 *** -0,18752 -0,931 -0,0497994 -6,829 ***

Noise by night
blahRoad -0,1332282 -3,694 *** 0,0559663 1,727 . -0,924821 -2,817 ** 0,0096792 0,478
blahTrain 0,1422444 5,962 *** 0,1810155 9,517 *** 0,840619 2,835 ** -0,1115721 -8,286 ***

Accessibility indicator 0,0012684 3,592 *** 0,0007101 2,638 ** -0,002053 -0,494 0,00368 17,721 ***

Canton (ref. is fribourg)
blahGeneva 0,2584946 16,42 *** 0,1929813 14,939 *** 0,428102 2,405 * 0,3912124 42,69 ***
blahJura -0,1920417 -10,247 *** -0,2013269 -11,738 *** -0,394403 -1,295 -0,1494007 -15,449 ***
blahNeuchatel -0,1485638 -12,564 *** -0,1904294 -17,36 *** -0,203258 -1,07 -0,0055005 -0,865
blahVaud 0,1419121 16,883 *** 0,3721786 45,795 *** 0,211194 1,651 . 0,0138379 3,225 **
blahValais -0,0800155 -8,407 *** -0,1481034 -16,319 *** 0,01098 0,08 -0,0108554 -2,221 *

R2 0.5915 0.9214 0.1464 0.8812

RMSE 0.2299
0.1113 0.6301 0.0951

0.1745

Table 5: Results of Hedonic model and SEM - 3 classes





       

Figure 6 completes the results of Table 5 by highlighting the different density functions with
respect to the distribution of real price values. As expected, the predicted price density function
of the SEM 3-class model is closer to reality than the standard hedonic model. If the differences
are always large in the middle of the distributions, we can see that this model is better on high
and low values.

Figure 6: Histogram of real data and density comparison





       

6 Conclusion

This paper proposes to study the impact of public transport accessibility on the definition of
property prices, and more particularly the differences in the context of latent classes (Section 3).
Two accessibility indicator are defined : one based on the distance from the dwelling to public
transport stops, counting opportunities as the crow flies; the other integrating both the distance
and the difference in altitude from the dwelling to public transport stops, using generalized
cost, and more specifically the notion of "effort kilometer" used for mountain trails. It presents
a methodology combining the Simulated Expectation-Maximization algorithm (SEM) and a
criterion measuring the accuracy of statistical models. The SEM algorithm determines the
membership of each dwelling to one of the 3 latent classes and the associated coefficients. While
the accuracy criterion allows to estimate, in detail, the differences in estimates of each of the
latent classes and the overall SEM model compared to the real price of the goods.

The methodology is applied to real estate announcement dataset, built up on combining several
sources of open data and containing observations of Western Switzerland (Section 4). First,
results highlight that accessibility indicators for public transport improves the accuracy of the
price definition and its impact is greater when you consider the difference in elevation. Then,
based on the accuracy criterion (RMSE), the SEM algorithm with 3 classes is, overall, more
efficient than a hedonic pricing model. In detail, 2 of the 3 classes, representing 95% of the
whole dataset, are much more accurate than a hedonic pricing model and one class, representing
5% of the dataset, gathering what should correspond to outliers, is much less accurate. Finally,
significant variables are not the same for each class and that the values of the coefficients
can vary. These results confirm our initial intuition that there are latent classes for the price
definition of dwellings and that they are not evaluated in the same way and therefore on the
same characteristics.

The data used for the application are rental announcement data. Even if they give a trend, they
do not really represent the real estate market in Western Switzerland. This is why, for future
work, we would like to apply this methodology to real transaction data and to study the evolution
of the market over time. Then, we wish to develop a methodology capable of predicting the
price of a new good by estimating its probability of belonging to a class (supervised clustering).
Finally, we will be able to improve our model by improving the performance of the variables
used , changing the functional form of the equations or by calculating and comparing hedonic
prices of certain characteristics per class and/or over time.
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A Hedonic models

OLS - Model 1

Model 1 is composed of the variables presented in Table 1, without the public transport accessi-
bility variable.

Est. Std. Error t value Pr(>|t|)

Intercept 3,609968 0,041271 87,47 < 2e-16 ***

Log Floorspace -2,080122 0,048876 -42,559 < 2e-16 ***

Number of rooms 0,05629 0,004095 13,746 < 2e-16 ***

Log Population 0,529663 0,131223 4,036 0,0000549 ***

Log Employment number 0,141967 0,124358 1,142 0,253663

Log household size -0,017129 0,019543 -0,876 0,380792

Log age of buildings -0,063467 0,014163 -4,481 0,00000754 ***

Noise by night
blahRoad -0,125697 0,036034 -3,488 0,000489 ***
blahTrain 0,171803 0,022415 7,665 2,05E-14 ***

Canton (ref. is fribourg)
blahGeneva 0,276541 0,014933 18,519 < 2e-16 ***
blahJura -0,18935 0,018743 -10,103 < 2e-16 ***
blahNeuchatel -0,147498 0,011831 -12,467 < 2e-16 ***
blahVaud 0,140734 0,008407 16,74 < 2e-16 ***
blahValais -0,081719 0,009515 -8,588 < 2e-16 ***

R2 0,5907

Table 6: OLS - Model 1





       

OLS - Model 2

Model 2 is composed of the variables presented in Table 1, including a public transport accessi-
bility variable as :

A1
i =

∑
N j I(di, j < d) (15)

With N j the number of opportunities at location j , di, j the distance, in meters, between the
dwelling and the bus stop, the subway or the train station and d a specific radius (200 m / 400 m
/ 600 m and 800 m).

Est. Std. Error t value Pr(>|t|)

Intercept 3,6447446 0,0421396 86,492 < 2e-16 ***

Log Floorspace -2,0858544 0,0488119 -42,732 < 2e-16 ***

Number of rooms 0,0574209 0,004097 14,015 < 2e-16 ***

Log Population 0,567494 0,1314494 4,317 0,000016 ***

Log Employment number 0,0624061 0,1256913 0,497 0,619556

Log household size -0,0031088 0,0199623 -0,156 0,876248

Log age of buildings -0,0679554 0,0144556 -4,701 0,00000264 ***

Noise by night
blahRoad -0,1194956 0,0361922 -3,302 0,000966 ***
blahTrain 0,1353664 0,0237217 5,706 0,000000012 ***

Accessibility indicator
blah < 200m -0,006069 0,0025447 -2,385 0,017112 *
blah 200m - 400m 0,0018693 0,00151 1,238 0,215776
blah 400m - 600m 0,0040228 0,0013344 3,015 0,002582 **
blah 600m - 800m 0,0006176 0,0010833 0,57 0,568619

Canton (ref. is fribourg)
blahGeneva 0,2695398 0,0149687 18,007 < 2e-16 ***
blahJura -0,1952961 0,0187576 -10,412 < 2e-16 ***
blahNeuchatel -0,1542372 0,0119271 -12,932 < 2e-16 ***
blahVaud 0,1403589 0,0084008 16,708 < 2e-16 ***
blahValais -0,0842426 0,0095201 -8,849 < 2e-16 ***

R2 0,5925

Table 7: OLS - Model 2





       

OLS - Model 3 Model 3 is composed of the variables presented in Table 1, including a public
transport accessibility variable as :

A2
i =

∑
N j expλ(

di, j
1′000 +

∆hi, j
100 ) (16)

With, N j the number of opportunities at location j, di, j the distance in meters, ∆hi, j the elevation
difference in meters and λ a parameter fixed to -1.

Est. Std. Error t value Pr(>|t|)

Intercept 3,6487059 0,0426202 85,61 < 2e-16 ***

Log Floorspace -2,0821706 0,0488349 -42,637 < 2e-16 ***

Number of rooms 0,0572323 0,0040996 13,961 < 2e-16 ***

Log Population 0,5759117 0,1317343 4,372 0,0000125 ***

Log Employment number 0,0494881 0,1268839 0,39 0,696529

Log household size -0,0016059 0,0199979 -0,08 0,935998

Log age of buildings -0,0691474 0,0142377 -4,857 0,00000122 ***

Noise by night
blahRoad -0,1332282 0,0360623 -3,694 0,000222 ***
blahTrain 0,1422444 0,0238582 5,962 2,62E-09 ***

Accessibility indicator 0,0012684 0,0003531 3,592 0,00033 ***

Canton (ref. is fribourg)
blahGeneva 0,2584946 0,0157423 16,42 < 2e-16 ***
blahJura -0,1920417 0,0187405 -10,247 < 2e-16 ***
blahNeuchatel -0,1485638 0,0118243 -12,564 < 2e-16 ***
blahVaud 0,1419121 0,0084057 16,883 < 2e-16 ***
blahValais -0,0800155 0,0095181 -8,407 < 2e-16 ***

R2 0,5915

Table 8: OLS - Model 3




	Introduction
	Literature review
	Methodology
	Accessibility indicator definition
	Simulated Expectation-Maximization (SEM) Algorithm
	Model accuracy criterion

	Case study
	Variable description
	Descriptive statistics

	Application
	Hedonic models
	Hedonic model vs. SEM algorithm

	Conclusion
	References
	Hedonic models

