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Abstract

The problem of route choice is critical in many contexts, daample in intelligent transport
systems, GPS navigation and transportation planning. deraio capture the complexity of
the decision process, disaggregate models, such as distreice models are required. In
the Multinomial Logit (MNL) model, the alternatives are as®ed to be independent. This
assumption is not valid in a route choice context due to apgihg paths. Several adaptations
of the MNL model have therefore been proposed in the liteeatinereof the Path Size Logit
model.

In this paper we show that, except the original formulatadhPath Size formulations presented
in the literature show counter intuitive results regardihg correction of the independence
assumption. Furthermore, the generalized Path Size fatioalfails its original purpose of
penalizing longer paths in favor of shorter ones. There gdver an interesting behavioural
interpretation of the Path Size attribute. Namely, overia@ paths are attractive since travellers
have the possibility of switching between routes. A Patle Sittribute (original formulation)
could therefore be included in the deterministic part ofuhlkty with a behavioural interpreta-
tion, but is not sufficient for correcting the independenssumption.

Considering subpaths instead of links in route choice miogghas two main advantages. First,
it is behaviourally more realistic and second, it reducesdbmplexity of the models. In this
paper we have proposed different definitions of subpatid) @éth its own specific purpose.
Moreover, we have presented a factor analytic specificatidine Logit Kernel (LK) model in-
cluding subpath components. Model estimations show vergnming results of the LK model
combined with a Path Size attribute. The increase in modslf@markable, and the covariance
parameter estimates suggest that this formulation capamemportant correlation structure.
Furthermore, using subpath components compared to linkeeigorrelation structure consid-
erably decreases the complexity of the model, while its cié&paf capturing the correlation
structure seems as promising the formulation includinkslin

Keywords
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1 Introduction

The problem of route choice is critical in many contexts, dgample in intelligent transport
systems, GPS navigation and transportation planning. fficeacy of shortest path algorithms
has been a strong motivation of many researchers to assatteavelers use the shortest (with
regard to any arbitrary generalized cost) route among &€y, the poor behavioural realism
of the shortest path assumption motivates the use of morestmated models such as discrete
choice models.

Designed to forecast how individuals behave in a choicessandiscrete choice models (more
specifically, random utility models) have motivated a trea@us amount of research in recent
years. In the specific context of route choice, the definitibtne choice set, and the significant
correlation among alternatives are the two main difficsltie

In this paper we first present a literature review (sectioar) then analyse the Path Size Logit
model (section 3), an adaptation of the Multinomial Logitdabto a route choice situation.
In section 4, we introduce the notion of subpath componenteute choice and probabilistic
choice set generation models. A Logit Kernel model with adaanalytic specification includ-
ing subpaths is presented in section 4.2. Finally, prelamimodel estimation results based on
GPS data are presented (section 5.3).

2 Route Choice Models

Given a transport network composed of links, nodes, origthdestinations, what is the chosen
route between an origin and destination for a specific trariapon mode? This is the route
choice problem; a discrete choice problem with specific attaristics. First, the universal
choice set is usually very large. Second, the decision-mases not consider all physically
feasible alternatives. Third, some alternatives are hshajhly correlated, due to overlapping
paths. The choice set generation model is thus very imponaorder to ensure that only
alternatives that an individual would actually consideriacluded in the choice set. The corre-
lation structure must be captured within the route choiceehoA literature review on choice
set generation and route choice models will be given in theviing two sections.

2.1 Choice Set Generation

Identifying the choice set in a route choice context is adiffitask. The choice set generation
can be deterministic or stochastic, depending on the arskyswledge of the problem. In the
context of deterministic choice set generation, two maipregches can be considered. First,
it may be assumed that each individual can potentially che@my path between her/his origin
and destination. The choice set is then easy to identifyfimihumber of alternatives can be
very large, causing operational problems in estimatingappulying the model. Moreover, this
assumption is behaviourally unrealistic. Second, a ettinumber of paths may be consid-
ered. Dial (1971) proposed to include in the choice set Grable” paths composed of links
that would not move the traveler further away from her/histuba@tion. The labeling approach
(proposed by Ben-Akiva et al., 1984) includes paths meetpegific criteria, such as shortest
paths, fastest paths, most scenic paths, etc. Azevedo(&B8B) propose the link elimination
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approach, where the shortest path (according to a givendamae) is first calculated and intro-
duced in the choice set. Then, some links belonging to theestpath are removed, and a the
shortest path in the modified network is computed and inttedun the choice set. Instead of
eliminating links from the shortest path, the impedancetherinks belonging to the shortest
path can be increased. This link penalty approach was fiogigsed by de la Barra et al. (1993)
and has the advantage of allowing further use of essentia,liwhile discouraging the use of
already identified links. Park and Rilett (1997) and Scotle{1997) have further developed
this method by proposing different approaches for increpsie link impedances. Cascetta
and Papola (2001) propose an implicit probabilistic chaee generation model, where the
availability of an alternative is modeled as a Binomial Ltagobdel.

Ramming (2001) used a deterministic simulation method pnatiuces alternative paths by
drawing link impedances from different probability disutions. The shortest path according
to the randomly distributed impedance is calculated anadhiced in the choice set. This
approach is adopted here, and is further detailed in seBtibn

2.1.1 Probabilistic Choice Set Generation Models

Manski (1977) proposed a probabilistic choice set modelesgnting two stages of choice
behaviour

Po(ilC) = Y PailC)Qu(CC), (1)

cce

whereP,(i|C) is the probability that individuak chooses alternativg C is the set of all non-
empty subsets of the universal choice @etand the sum is over all subsetsof C. The first
stage is thus the choice set formation process modeled, lo§'|C); the probability that' is
individual n’s choice set. The second stage is the choice behaviour gineechoice set”
(P.(¢]C)) which can be modeled by a discrete choice model.

Two issues must be addressed here. First, the number oftsubsevolved in the model
must be reduced to obtain a tractable formulation. Secdrel ptobability law(),, of each
individual must be defined. The use of deterministic rulegeoerate the choice set, that is
Q.(C|C) = 0or1, has been shown to be unsatisfactory in the context ¢ hoice (Han, 2001
and Ramming, 2001). Indeed, the choice set is not only forlbbyeabservable restrictions, but
also by psychological restrictions. When there is a largalmer of alternatives in the universal
choice set, as in aroute choice context, it is unrealistassume that an individual examines and
compares numerous alternatives in order to choose the besigoure probabilistic approach
should therefore be preferred.

A random constraints model was proposed by Swait and BenaAKi987) that build on a
non-compensatory approach. That is, when one constraidtisatisfied for one alternative,
then the alternative cannot be included in the choice seatinstance, alternatives that are too
expensive, or too long, will be more likely to be rejected.eTgrobability that alternativeis
included in the choice set of individualis

whereg;, (i) is the probability that alternativesatisfies the k-th constraint of individual and
there is a total of< constraints.
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A problem with equation (1) is the combinatorially large ruemof potential choice sets; i/

is the number of paths it, then there ar@’ — 1 non empty subsets @f. This problem is
addressed by Morikawa (1996) who proposes to reduce thelegitypof the model by using
pairwise comparison of alternatives. There are two po#ssisifor alternative being preferred
to alternativej. Either both alternatives are included in the choice setatatnativei has a
greater utility thary. Or, alternative is included in the choice set but alternatjvis eliminated
at the first stage of the choice set formation. Morikawa () @®8ained the following model

PL(i€) = 157 ()P ( N A6 €C)N U2 U} U (i ¢ @}) @

JEM,j#i

where(,, is the (latent) true choice set of individualand @,,(2) is the probability that the
random constraint model yields the empty choice set. Naetths model does not involve a
sum with an exponential number of terms, as in equation (1).

Models based on latent choice sets (Ben-Akiva and Bocc8&h,1Gopinath, 1995) have also
been proposed in the literature, but very few instancesdi approaches have been published
in the context of route choice models. Ramming (2001) pregdswever the latent variable
model of “network knowledge”, captured by the so-called tiflé Indicator-Multiple Cause
specification in the context of route choice. It is a diregblagation of the concept of “spatial
knowledge” proposed by Ben-Akiva et al. (1999).

2.2 Behavioural Rules

The simplest route choice model is deterministic, and assuimat an individual chooses the
shortest path between an origin-destination pair. Thisoigdver a behaviourally unrealistic
assumption. This is the motivation for using random utititpdels. Several different models
have been proposed in the literature. The Multinomial LOgINL) model, is simple but re-
stricted by the Independence from Irrelevant Alternati{les) property, which does not hold
in the context of route choice due to overlapping paths inctigice set. Efforts have been
made to overcome this restriction by making a determinwtitection of the utility for over-
lapping paths. Two different corrections have been propasehe literature: Commonality
Factor (Cascetta et al., 1996) and Path Size (Ben-Akiva aedaBe, 1999). The Path Size
Logit (PSL) model will be further discussed in section 3.

Given the shortcomings of the MNL model, Probit models haeryproposed in the context of
stochastic network loading by Burrell (1968), Dagazo andff1977) and Yai et al. (1997).
While MNL suffers from its simplicity, Probit models suffefrom their complexity. Indeed,
there is no analytical formulation for the probabilitiesdate variance-covariance matrix is
complex. The Multinomial Probit with Logit Kernel (LK), imbduced by Bolduc and Ben-Akiva
(1991), was designed to combine the advantages of both andiProbit models. This type of
model are also referred as Hybrid Logit or Mixed Logit. Ramg{2001) (also discussed in
Bekhor et al., 2002) estimated a route choice model basedeohdgit Kernel model of Ben-
Akiva and Bolduc (1996) that combines the Logit and Probidels by adding normal error
components to a core MNL model to account for correlationis TH model will be further
detailed in section 2.2.1 and adapted to include subpatipooents in section 4.2.

Vovsha and Bekhor (1998) have proposed the Link-Nestedtlragdel, which is a Cross-
Nested Logit (CNL) formulation (see Bierlaire, forthcorgjrior an analysis of the CNL model)

5
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where each link of the network corresponds to a nest, andptbito an alternative.

The Paired Combinatorial Logit (PCL) model was proposed by (1989) and further devel-
oped by Koppelman and Wen (2000). The model was adapted totite choice problem by
Prashker and Bekhor (1998) and Gliebe et al. (1999) who segbowo different relationships
between the similarity parameter and network topology.

Han (2001) (see also Han et al., 2001) used a Mixed Logit ntodeVestigate taste heterogene-
ity across drivers and the possible correlation betweegateyl choices. Stated preferences (SP)
data was used for the model estimation which limited the remob alternatives in the choice
set. He concludes, as Ramming (2001), that the number ofsdi@whe simulated maximum
likelihood estimation must be carefully chosen.

Paag et al. (2002) and Nielsen et al. (2002) used a Mixed Lmagiel with both a random
coefficient and error component structure to estimate rchubéce models for the harbor tunnel
project in Copenhagen.

Recently, Marzano and Papola (2004) have proposed a LiskdRath-Multilevel Logit model,
which model path choice as a sequence of choices. Mimickiegtructure of a CNL model,
where the nests are not designed to capture correlatiomathér to capture the sequence of
choices, their model avoids the need for explicit path ematizn.

2.2.1 Logit Kernel Model

A Logit Kernel (LK) model is a combination of a Probit and Logiodel and was first intro-
duced by Bolduc and Ben-Akiva (1991). The utility functiar fndividualn and alternative
is

Uin - ‘/m + gin + Vin
where¢;,, are normally distributed and capture correlation betwdesrratives, and;,, are
independent and identically distributed Gumbel.

The LK model can be combined with a factor analytic specificaimeaning that some structure
is explicitly specified in the model, and its complexity ietbfore decreased. Ramming (2001)
(see also Bekhor et al., 2002) adapted the LK model to a rdu&e situation with a factor
analytic specification explicitly capturing the interdeadencies among alternatives. The utility
vectorU,, (Mx1, whereM is the number of paths) is then defined by

U,=Vo+e,=Vo+ F,T¢, + v, 4)
where
e V, (Mx1) is the vector of deterministic utilities,
e F, (MxJ) is the matrix factor loading matrix,
e T (JxJ) is a diagonal matrix, and
e (, (JX1) is the vector of i.i.d. normal variables with zero mean and variance.

The following assumptions are specified in Bekhor et al. 200

e Link-specific factors are i.i.d. normal,
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e the F matrix is the link-path incidence matrix,
e variance is proportional to link length, and

e theT matrix is the link factors variance matrix (diagonal):

T = o diag(Vi, vV, - Vi)
wherel, is the length of linka, ando is the only parameter to estimate.

The covariance matrix can then defined as follows:

L1 LLQ . LLM
F,TTTET = 2 bz Lo Lou
Live Loy ... Ly

whereL; ; is length by which path overlaps with path.
In section 4.2 we build on this formulation when we includesaths in the LK model.

3 Path Size Logit

In this section we analyse the PSL model (MNL with Path Siaéoatte), and discuss its capac-
ity of correcting the I1A assumption of the MNL model. Firate derive the original formulation
of the Path Size attribute and second, analyse the othémgxisrmulations.

3.1 Original Path Size Formulation

The original Path Size formulation was proposed by Ben-Alaud Bierlaire (1999) (first ver-
sion, later the formulation was changed for the one predeintesection 3.2), and is an ap-
plication of discrete choice theory for aggregate alteveat(see chapter 9 in Ben-Akiva and
Lerman, 1985). In this section, we present the theory foreggje alternatives in the context
of route choice, and derive the original Path Size formarati

Figure 1: Example Cross-Nested Structure of Aggregate &mdntal Alternatives
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Ben-Akiva and Lerman (1985) assumed a nested structuresvdaamh nest corresponds to an
aggregate alternative that groups a certain number of el@ahalternatives together. The el-
emental alternatives correspond to actual alternativegsitidividuals are choosing. In a route
choice context the elemental alternatives corresponcdetpdiths and the aggregate alternatives
to the links. For the derivation of the Path Size formulati@are only interested in the choice
of elemental alternative (route choice) and the size of tgregate alternatives. Therefore,
we assume a more general cross-nested structure (exanopla shfigure 1) where each path
can belong to more than one nest. It is the same structureeamthproposed by Vovsha and
Bekhor (1998) in their Link-Nested Logit model.

We denote by, the set of paths considered by individwalwhich is divided into subsets,
Can €Cpny, a=1,...,J,

where.J is the number of links.
The utility U;,, associated with pathis

Uin - ‘/m + €in, 1€ Cm

whereV;,, represents the deterministic part of the utility angl the random part. Since we
assume utility maximization and that an individual chooses path among all, the utility/,,,
of alink a is defined by

U = max(Vi, + i), a=1,...,J.

1€Can

U., can also be expressed as the sum of its expect&tipand its random term,,,, that is,
Uan: an t Eans (l:]_,...,J,

where
Van = Elmax(Vy, + e)].

1€Can

Furthermore, the average utility of the paths including lins defined by

szMiZVm a=1,...,J

@ 1€Can

where M, is the number of paths including link That is,M, = Ziecn 0ai,» Whered,; is the
link-path incidence variable that is one if limkis on pathi and zero otherwise.

If a large number of paths includes a link, and if the randormgeof the path utilities;,, are
[ID Gumbel, then the distribution of the utility of link is also Gumbel with the same positive
scale parameter and a location parameter

1 Vi — 1 1 =
_ in — — (Vin—=Van)
n=—In E et —Van+uln [ g et

M 1€Can @ 1€Can

1
+ —1InM,.
]

The utility for a linka can thus be modeled by

— 1 1
Upn=Ven+—IM,+—-—1nB,,+¢con, a=1,...,J,
M M

8



Swiss Transport Research Conference March 9-11, 2005

where
1

B,, = 7 Z oM (Vin—Van)

@ i€Can

B,, can be interpreted as a measure of the variability of theytdities including linka. It can
be shown (see Ben-Akiva and Lerman, 1985) that > 1. The correction for heterogeneity
among paths will therefore always be non-negative, andizéte paths are homogeneous.

It can also be shown (Ben-Akiva and Lerman, 1985) that if wveiaee the links to have equal
variances, theﬁ In B,,, can be omitted from the utilit{/,,, which consequently can be defined

by
— 1
Upn=Ven+-—-1IM,+e,, a=1,...,J.
i

The original Path Size formulation, correcting the pathtytl;,,, is based on the definition of
the link utility U,,,. Accordingly, the positive correction for the size of an eggate alternative,
results in a negative correction of the utility of an elenad¢aiternative. Moreover, there is no
correction of an elemental alternative which belongs tost wéh size one. The size correction
for an elemental alternative can therefore be defined aswteese of the size of an aggregate
alternative, that isy In ﬁ The contribution of a link: (size of linka) is then

1

>0

J€Cn

wlin

whered,; is the link-path incidence variable. Furthermore, we assthmt the size of a path is
proportional to the size of its links. If denotes the length of link and L; the length of path,
the original Path Size attribute can be expressed as

l 1
PSn - - y (5)
; Ly 6,

Jj€Cn

whereT’; is the set of links in path. Including a Path Size correction in the utility, an
individual n associated with a pathis then
Uin - ‘/zn + ﬁPSln PSn + Ein, (S Cna

where(ps corresponds to the scale parametand should thus always be included in the utility
and be strictly positive. The probability that an indivitlwachooses a pathis
e‘/in'f'ﬁPSln PSn»

a Z oVintBepsnPSy,
j€CnH

Pa(i)

Note that when a path does not share any link with an otheripatie choice set (we refer
to these paths adistinctpaths), the correction is1 1 = 0 and the correction for two identical
paths is— In 2. Furthermore, the Path Size only depends on the number lo$ pathe choice
set sharing the same links, independently of the lengtheoptths.

Several different formulations have been proposed in teedliure based on the original Path
Size (equation (5)). Their capacity of correcting the lIA@sption on the random terms will
be analysed in the following sections.
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3.2 Path Size including Shortest Path

Ben-Akiva and Bierlaire (1999) included the shortest pdtthe choice set, denotefy; , in
their second version of the Path Size formulation'

: (6)
aezl“ bise LLC"&

jecn, 7
In order to analyse this formulation we can write the Patle $mrrectiorin PS,, as follows:
l

InPS, =—InL; —InL} —i—lnz

a€el’; E

Note that the ternm L can be omitted since it has the same value for all paths irttbiee set
and consequently, does not change their relative utilitprédver, the correction of a distinct
pathi whereL; > L¢, is not zero. Indeed, the Path Size correction is then defiged b

L
InPS,, =In (Lén) > 0,

which is counter intuitive. An example is shown in figure 2 whPS§ = % and PS = 1, even
though both alternatives are distinct. If the determinigtart of the utility only includes the
path length and Path Size (the Path Size scale parametétasose), it can be expressed as

U =—-L;+1InPS.

The resulting probabilities are thén(1|{1,2}) = 0.17 and P(2|{1,2}) = 0.83, compared to
the choice probabilities without Path Size correctiét{l|{1,2}) = 0.12 and P(2|{1,2}) =
0.88. We can therefore conclude that this Path Size formulatiomws counter intuitive results.
Indeed, there is a positive correction of all distinct patiméch are longer than the shortest path,
although it should be zero.

Figure 2. Counter Example - Path Size including Shortedt Pat

0 Lo=4 @
Li=6 J

3.3 Generalized Path Size

We discuss in this section the generalized Path Size fotronlproposed by Ramming (2001),
and show that is should not be used. This generalized fotronle defined by

l, 1
PS, = Z M
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whereG(L;; ) is a function ofL; with parametery. He proposed to us@(L;; ) = (L;)?,

PS, =Yt ™

L; Li\" .’
o< Y <L_) Oa;
JECH J

with the following motivation: “This formulation [origindath Size] can therefore suffer when
arbitrarily long paths are included in the choice set.”tijugp Ramming (2001), page 49). He
also comments the previous formulation: “In this way, adity long paths, which would
likely not be considered by travelers, do not reduce thedin¢her, more reasonable paths that
use the same link.” (quoting Ramming (2001), page 93). Weal@ecommend this approach
for two reasons. First, there is no issue of the length ofgsliaring the same links since only
the number of paths influences the Path Size in the origimaddtation. Second, as we show
below, using ay > 0 yields counter intuitive results.

Note thaty = 0 in equation (7) corresponds to the original Path Size foatmuh (equation (5)).
This generalized formulation has been used in several ohatiee applications (see for example
Ramming, 2001 and Hoogendoorn-Lanser, 2005) with differalues ofy. In order to analyse
the influence of the parameter, we writén PS,, as follows:

InPS, = —(y+ 1)InL;+In» I !

a 1 ¥ .
T3 (z)

j€Cn

(8)

Independently of the value of theparameter, this formulation yields a zero correction when
pathi is distinct from other paths. Furthermore, it yields the samrrection as the original Path
Size formulation £ In 2) when two paths are identical. However, it is theoreticdilficult to
give an interpretation as well as motivation of theparameter, especially when — +oo.
Indeed, if we assume that > 1 Vi € C,, then the limits of the two terms in equation (8) are

1
lim —(y+1)InL; = —oc0 lim In la

y—+00 y—+00 1 K
o< ) (L_) 0a;

jeCy J

= +00.

Ramming (2001) argues that low values~otould yield counter intuitive results and using
~v = +o00 shows best results in terms of model fit. He remains howeegtsal to use) = +o0o
and suggests to use a large finite value.oDn the contrary, we argue that> 0 show counter
intuitive results. We illustrate this statement with twaaeples (figure 3 and 4). First, we
consider the same example as in Ramming (2001) (also usedagdtdoorn-Lanser, 2005),
shown in figure 3.

The Path Size values for differentare shown in table 1. The example clearly shows that
+o0o only corrects the utility of long alternatives and no coti@t at all of short alternatives.
Moreover, the correction of path 3 is then the same, as threaoon that the original Path Size
formulation gives for two identical paths-(In 2).

In order to illustrate the counter intuitive results of ugpthe generalized Path Size formulation
with v > 0 we provide an other example (figure 4). Indeed, from equdfipmve can see that
the influence of the parameter is highly dependent on the vaIu%obelng greater or equal to
one, or less than one. In the following example we consideethorrelated alternatives instead

11
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Figure 3: Ramming’s Path Size Example

Lb=6 | bL=4 //\\

2 3 4 Links

i

2 3 Paths

h =10 10 Ly =10 Ly = 12

@) Ly

Table 1. Ramming’s Path Size Example

v 0 1 2 4 14
PS [1.00 1.00 1.00 1.00 1.00 1.90
PS | 070 0.73 0.75 0.81 0.96 1.00
PS, | 0.75 0.73 0.71 0.66 0.54 0.50

of two. The Path Size values for differemtcan be found in table 2. Note thé% > 1 but
L3 < 1 which explains the counter intuitive results for valuegyaf 0. Indeed, path 3 is more
penallzed than path 4, even though < L,. (Recall that the Path Size correctionlisPS,
meaning that the lower the Path Size value, the more sevethection.)

The observed improvement in model fit (Ramming, 2001, Hodgem-Lanser, 2005), by in-
creasing the value of suggests that the Path Size attribute has an behaviouegbiatation
(this will be discussed further in section 5.3). Neverths/dased on the discussion above it is
difficult to interpret the generalized Path Size when 0.

We conclude that not only does the generalized Path Sizeufation show counter intuitive
results fory > 0 regarding correction of the IIA assumption on the randormgerBut also,
does not serve its original purpose namely, penalising paths in favor of shorter ones.

Table 2: Counter Example Generalized Path Size

v 0 1 2 4 14
PS [1.00 1.00 1.00 1.00 1.00 1.d
PS | 060 062 0.64 0.68 0.85 1.0
PS |0.63 059 0.56 0.53 0.49 0.4
PS | 0.67 0.65 0.64 061 053 0.5

o oOoOOo

12
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Figure 4. Counter Example Generalized Path Size

1 2 3 4 5 Links

1 2 3 4 Paths
Li=10 Ly =10 Ly=11 L,=12

4 Subpath Components

It is reasonable to believe that travellers do not evalua& route choice in every network
junction (for each link), but rather for a sequence of linttet is for subpaths. The choice
process then consists in choosing a certain number of subpate propose three definitions of
subpaths:

e Behavioural subpathis used to refer to the concept used by individuals when desgr
an itinerary. It may be a specific location in an environmeontfmercial center, church,
river, etc.), an actual node in the transportation netwaookridabout, crossroad, parking,
etc.) or an actual subpath within the transportation nétloighway 195, Beverly Hills,
beltway, etc.). A distinction can be made between individyecific locations such as
home, school or work from more generic ones.

e Topological subpathis a list of consecutive links designed to simplify the papresen-
tation. It is a common concept in the design of data strusttoepath enumeration.

e Strategic subpathrefer to the strategic choice of an individual. For examfaking the
highway or passing by the city center.

Each one of these definitions has its own specific purposeb&havioural subpatfs a central
concept in the data collection process. It can be used tgulesited preferences survey, and to
extract relevant information from actual path descriptiohhetopological subpatis necessary
to characterize the choice set. Finally, 8tetegic subpatis the central paradigm used for the
model definition, namely the assumptions about the erracttre.

A two-step modelling framework can be defined where the fihalae of an itinerary is a com-
bination ofstrategicchoices (e.g. take the highway) amdplementatiordecisions (e.g. how
to get to the highway). This idea has been originally suggebly Ben-Akiva (private com-
munication, 1997). In this context, the elements of the ahaket for the strategic choices are
the strategic subpathsit is legitimate to believe that the error structure for gteategic deci-
sions is significantly different from the error structuremplementation decisions. Moreover,
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the issue of structural correlation may be better capturedis framework, where Generalized
Extreme Value (GEV) models such as Cross-Nested Logit (ChiLINetwork GEV models
(Bierlaire, 2002, Daly and Bierlaire, 2003) will be natuyappropriate.

4.1 Subpaths in Probabilistic Choice Set Models

An extension of the ideas presented on probabilistic cheetegeneration in section 2.1.1
(page 4) can be made by integrating the concept of subpaihts, i the (deterministic) set
of strategic subpaths considered by individualve have

Po(i]Sn) = Z Z Z P(i|C) P(CL|Cr) P(Cyls) P(s]Sn) 9)

CnCCn Crn2s sCSy

where

e s are the possible strategic subpaths,
e C, is the potential choice set for individua) and

e (U, is the actual choice set for individual

The selection of subpathi3(s|S,,) considered in this framework is the main strategic dectsion
performed by decision-makers. Therefore, it is criticaltfee validity of this approach that the
definition of strategicsubpaths used in the model is consistent withidakaviouralsubpaths
used by decision-makers.

The rest of the model is similar to the approach by Morikav@®@), where the universal choice
setC,, is now conditional on the selected subpaths and, theredagrificantly smaller than in
the classical route choice context. Namely, the choice itiondl onC,,, that is

Po(ilC) = Y P(i|Ca)P(CylCn),
Cngcn

can be modeled by equation (3).

4.2 Logit Kernel Model with Subpaths

For the inclusion of subpaths in the LK model, we build on therkvby Ramming (2001)
and Bekhor et al. (2002) presented in section 2.2.1. Instéadcluding links in the factor
analytic specification, we include subpaths. Since the mnrabsubpaths in the choice set is
considerably smaller than the number of links, the compfeddithe model is reduced.

The assumptions presented in section 2.2.1 remain the sartteeld;, matrix in equation (4) is
now the subpath-path incidence matrix (instead of linkypatidence matrix), and tHE matrix

is defined as follows:
T=0 diag(@, Vs, ._,\/—zSK) .

wherel, is the length on subpath(K is the number of subpaths in the choice set).
Results from LK estimations based on the specification abhoy@resented in section 5.3.
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5 Preliminary results

The estimation results presented in this section are bas@d3PS data set collected during a
traffic safety study in the Swedish city of Borlange. Abou®2@hicles were equipped with
a GPS device and the vehicles were monitored within a radiabaut 25 km around the city
center. Since the data set was not originally collected dote choice analysis an extensive
amount of data processing has been performed in order ta theadata and obtain coherent
routes. The data processing for obtaining data for routécehamalysis was mainly performed
by J. Wolf and M. Oliveira at GeoStats, Atlanta. Data of 24igkds, 16035 observations, are
now available for route choice analysis. (See Axhausen e2@0D3, Schonfelder and Samaga,
2003 and Schonfelder et al., 2002 for more details on thedlage GPS data set.)

Borlange is situated in the middle of Sweden and has abolindabitants. The road network
contains 3077 nodes and 3843 links. Here, we consider adbttd61 observations (1282
observed routes) of one vehicle observed during 214 dayte tKat this results in an average
of 6.8 trips per day, to be compared with the Swedish averade7otrips per day (SIKA,
2001). The average of the 24 vehicles available is 5.4 trggsday, which is less than 6.8
but considerably higher than the Swedish average. It cantasnoted that for the vehicle
considered here, there are 927 origin destination pairdlarglan average of 1.6 observations
per pair. There are several possible explanations for thke humber of trips per day and
high number of origin destination pairs, all related to hbe tlata was collected (for example,
logging frequency, point filtering, GPS device on and offrégg sampling bias, as well as data
processing issues. A detailed discussion on the sourceséthroblems is out of the scope of
this paper. Nevertheless, the route choice behaviouilisapitured by the data.

5.1 Choice Set Generation

In order to estimate route choice models, the choice setdcdn erigin destination pair needs
to be defined. For these preliminary results, we have usetkaiaistic simulation approach,
also used by Ramming (2001). This simulation method proslatternative paths by drawing
link impedances from a probability distribution. The slesttpath according to the randomly
distributed impedance is calculated and introduced in tiece set. We used the estimated
time link impedance and a truncated normal distributiorhvi@® draws (with mean and stan-
dard error based on the observations). As discussed edgigrministic choice set generation
methods are not sufficient in a route choice context. We kramwristance that the shortest
path assumption is not behaviourally realistic. Given thevin limitations of this approach,
the observed routes are added to the choice set, if not glpradent. The resulting choice sets
include an average of 9.3 routes (maximum 22 and minimum 2s&)u More details on the
choice set generation approach can be found in Ramming J20®@ekhor et al. (2001).

Figure 5 shows the Path Size values for the observed rousesilwm time and length for the
original Path Size formulation (that is, the generalizedrfolation withy = 0). Note that
the observed routes have, in general, a rather high oveitapthe other routes in the choice
set. The Path Size values based on length and time are cdrtgavde will therefore use the
Path Size based on length in the model estimation sincertkéeingth is known with certainty
whereas the estimated time is an approximation.
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Figure 5: Path Size Values for Observed Routes (GenerafladuSize withy = 0)
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5.2 Subpaths in the Borlange Network

In section 4 we hypothesized the error structure for stratégcisions to be significantly dif-
ferent from the error structure of implementation decisio8ince only data collected through
passive monitoring is available here, we cannot know tretesgic choices of the individual.
However, we can identify some intuitive definitions of stgit subpaths in the Borlange net-
work. Namely, there are some main roads for traversing tiyecenter. In figure 6 these main
roads are shown. There are two parallel roads to traversatthieom north-west to south-east
(or the opposite) named &nd S in the figure. Moreover, we have identified five parallel roads
to traverse the city center from the north-east to the saugst(or the opposite), these subpaths
are named § S;, S5, S and S respectively. All the subpaths have been identified baseal on
city map.

The identification of subpaths is somehow subjective. Ireotd analyse the importance of
the identification process we have included a “test” subgsele figure 7), namedsSthat is
arbitrarily chosen such that it is likely not to have any bebaral impact.

5.3 Model Estimation

The results of the model estimations are shown in table 4tHéocomparison of the parameter
estimates of the different models we have provided a scaeahmeter estimate. The scaling
is based ot wns @and the magnitude of this parameter is the same for all theetaodn
addition to the Path Size, two other attributes are includele deterministic part of the utility
(equation (10)). First, the number of left turns in non coléd crossings, that is with out
traffic lights (computed with the geographical informatigystem TransCAD) are included.
This attribute is expected to have negative influence on thigysince left turns are more
dangerous, and take more time than right turns. Second, &mear formulation modelling
how the length parameter varies with average speed is iedlud linear formulation would
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Figure 6: Subpaths in Borlange
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have beerengrlength. Here we have

avg speed elasticity
avg speegf)

ﬁlength - ﬁlength (

where the elasticity is the actual elasticity/&f,qin regarding average speed, that is,

dBiength ((avg speeg) .

avg speed Blength

elasticity= .

This attribute formulation has been included in order to eldkat travellers can prefer longer
routes in order to keep a high average speed. Making a lineaulation including only length,
would intuitively yield a negative correction of the utylitvhile this nonlinear formulation cap-
tures the positive effect of longer routes under conditiat & high average speed can be kept.
We therefore expect positive sign fé@ngth as well as for the elasticity parameter. The deter-
ministic part for the utility of alternativé and the one considered individual is then

avg speep) elasticity

(10)
avg speegd;

V;‘ = ﬁPSPS + ﬁleﬂ turn's;Ieft turnsg + Blengthlengﬂl (

where the reference average speed is 50 km/h. A summary efttit®ites is given in table 3.
The Logit Kernel models have the structure presented insedt2.

Table 3: Model Attributes

Attribute name Description

Path Size ~v =0, based on link length.

Left turns Number of left turns in crossings without trafiigHts.
Length How length varies with average speed.

Elasticity Elasticity of length regarding average speed

All the parameter estimates excepts have their expected signs and are highly significant
in the PSL model. The signs remain unchanged for the Logih&emodels and the general
interpretation stays therefore the same. Note howevertlhigamagnitude of the parameter
estimates (comparison of the scaled estimates) as welleassilgnificance change from the
PSL model to the LK models. This has also been observed by Ragn(@001) when he
compared PSL with LK estimations.

The Gpg Is negative in all the models and highly significant, mearthg overlapping routes
get increased utility. This suggests that the Path Sizéater has a behavioural interpreta-
tion; overlapping routes are preferred since a travellsrtha possibility of switching between
routes. This interpretation is intuitive, especially inwban areas where accidents or conges-
tion can block a part of a route. The same discussion is héldogendoorn-Lanser (2005) (and
Hoogendoorn-Lanser et al., 2005) in the context of multdalmetworks. However, a negative
Opsalso means that the Path Size attribute does not correcsshiengtion on the random terms.
The Path Size attribute captures two effects where one hasitase effect on the utility, and the
other one a negative effect. Consequently, while expfigfecifying some of the correlation
structure in the model we would expect that the Path Sizévatér captures less of the negative

18



Swiss Transport Research Conference March 9-11, 2005

Table 4: Estimation Results

Beta parameters PSL LK, LK LK4 LK 4
Path Sizeyy =0 Estimate|| -1.90 -2.94 -2.95 -3.06 -3.06
Scaled Estimate| -1.90 -4.52 -4.54 -4.71 -4.71
(Std. Error)|| (0.12) (0.22) (0.22) (0.28) (0.28)
T-Statistic || -15.56 -13.54 -13.55 -11.02 -11.01
Left turns -0.20 -0.13 -0.13 -0.13 -0.13
-0.20 -0.20 -0.20 -0.20 -0.20
(0.01) (0.03) (0.03) (0.03) (0.03)
-15.65 -4.84 -4.85 -4.18 -4.16
Length (regarding avg speed) 0.46 0.52 0.52 0.44 0.44
0.46 0.80 0.80 0.68 0.68
(0.04) (0.09) (0.09) (0.10) (0.10)
11.47 5.58 5.61 4.22 4.14
Elasticity 0.18 0.18 0.17 0.49 0.49
(0.12) (0.40) (0.39) (0.29) (0.29)
6.10 0.44 0.43 1.71 1.67
o 0.36 0.36 0.41 0.40
(0.03) (0.03) (0.03) (0.03)
10.71 10.71 11.83 11.85
Nb of simulation draws - 1000 1000 1000 1000
Subpaths - Sl, S Sl, Sz, Sg S - 87 S — Sg
Nb of estimated parameters - 5 5 5 5
Final Log-Likelihood -2796.70|| -2262.50| -2263.78 || -2111.83| -2113.72
Rho-square 0.18 0.34 0.33 0.38 0.38
Sample size : 1461

Biogemg(Bierlaire, 2003b, Bierlaire, 2003a) has been used for alliehestimations.
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effect (thus less of the correlation among alternatived)tae magnitude of the positive effect
should thus increase. Indeed, the scaled magnitude gbffestimate is highly increased in the
LK models compared to the PSL model. Moreover, when sevepathb are included in the
correlation structure instead of two (LKompared to LK) an increase in magnitude can also
be observed.

These results suggest that the Path Size attribute shoulacheled in the utility, but does
not correct the IIA assumption on the random terms. We do kiemeot recommend to use
~ > 0 in the generalized Path Size formulation since we have sl{sassection 3.3) that this
formulation shows counter intuitive results even when ines to penalizing longer paths in
favor of shorter ones.

The o estimate is highly significant for all the Logit Kernel mosleuggesting that this factor
analytic specification captures an important correlatiomcsure. The LK model has a signif-
icantly higher final log-likelihood value than the PSL mo¢febm -2796.70 to -2262.50) and
there is a remarkable increase in rho-square value (fro81t0.0.33). Moreover, when all the
subpaths are considered in the correlation structure tharturther increase in model fit. Ram-
ming (2001) also noted in his estimations that the Logit kémodel combined with a Path
Size attribute had a better model fit than the PSL model. Hodgern-Lanser et al. (2005)
discussed the factor analytic specification used by Ram@0@1), and found it promising but
pointed out that the estimation process is very long andttteastability of the solutions is a
concern. This is due to the high number of Gaussian vari&asaming (2001) used one for
each link in the choice set which resulted in 856 Gaussiaiates and up to 100'000 simula-
tion draws were used. The advantage of the subpath app®aldar. The number of Gaussian
variates is decreased while the results seem as promisitigeame presented by Ramming
(2001).

Finally, note that the results seem robust to the inclusidh@test subpath (¢ When com-
paring LK; with LK, and LK; with LK, no significant change in parameter estimates neither
in model fit can be observed.

6 Conclusion

In this paper we have shown that all Path Size formulatioesgnted in the literature, except
the original one, show counter intuitive results regardimg correction of the lIA assumption
on the random terms in the MNL model. Furthermore, the géizech Path Size does not
achieve its original goal namely, penalizing longer pathgavor of shorter ones. There is
however, an interesting behavioural interpretation of Rlagh Size attribute. Indeed, overlap
can be attractive for travellers since it provides the pmbisi of switching between different
routes. Model estimations results presented here, andratbe literature (Ramming, 2001,
Hoogendoorn-Lanser, 2005, Hoogendoorn-Lanser et al5)28@ggest that this behavioural
aspect is very important. We therefore conclude that a Hathetribute (original formulation)
should be included in the deterministic part of the utilltys however clear that including such
an attribute does not correct the Il1A assumption on the ranteyms, finding an appropriate
formulation for this purpose is an interesting issue foufatresearch.

An adaptation of the Logit Kernel model to include a corrielasstructure of subpaths has been
presented. The model estimations show very promising teegoil the Logit Kernel model
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combined with a Path Size attribute. The increase in modslf@markable, and the covariance
parameter estimates suggest that this formulation capamemportant correlation structure.
The same observations has been made in Bekhor et al. (200@)pmesented a factor analytic
specification of the Logit Kernel model based on links. lnohg subpaths instead of links in

the correlation structure considerably decreases the leaitypof the model in terms of number

of Gaussian variates, but seems to still capture the cdioelatructure.

These preliminary results show the potential of includingmath components in route choice
modelling. Further research will be dedicated to the ratess of the subpath definition. The
deterministic choice set generation used here, will alsepkaced by the probabilistic approach
presented in section 4.1.
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